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Inference and Evaluation Based on Garrote Trees as Regression
2% XA B | Analysis
(ERAEHTIZ 31T B Garrote Trees 12 X BHER & F OFEM)

In regression analysis, stochastic models are often constructed to model relationships
between outcomes and explanatory variables. We derive statistical interpretation about
the underlying structure of data based on these models. When we use a linear regression
model and the model provides good fitting to the data, it is straightforward to interpret
the relation. However, there are cases where it may be difficult to formulate a linear
model reflecting actual characteristics in detail. We must depart from the traditional
paradigm of linearity in creating models, without any prescribed functional form of
covariates for the underlying base model and relaxing assumptions imposed in those
analyses. Especially, we need a flexible approach which constructs a model that is as
easy to interpret as a regression model and identifies interactions between factors
automatically based on the data. \

As alternative methods fulfilling these requirements, we recommend tree-structured
approaches that develop one/some tree structure/s adaptively without any prescribed
base structure and derive interpretations of the data from the tree/s. A tree-structured
model is constructed using the subspaces of outcomes divided by some cut-off values of
explanatory variables together with corresponding estimates in each subspace. This
model can be expressed as a structure with nodes determined by values of selected
explanatory variables and terminal nodes that contain the estimates in subspaces of
outcomes. We can regard this structure as a tree, looking the terminal nods as leaves and
the edges between adjacent nodes as stems of a plant. The tree structure gives a
graphical interpretation of the potential relationship between outcomes and explanatory
variables for the given data, and visualizes the process of classifying the data into
terminal nodes, according to the rules represented in the structure. In addition, we can
derive insights related to their interactions affecting the outcome and non-liner
relationship between outcome and explanatory variables.

CART method is a foundation of studies for tree structured approaches. Noteworthy,
ensemble learning methods, which have been studied primarily in connection with
machine learning, were incorporated into the tree-structured approach. Random IForest
(RF) involves an ensemble learning method based on the trees and can predict outcomes
more precisely. However, RF cannot provide a tree-structured model for interpreting the
data. In this paper, we aim the improvement of regression analysis based on RF. In terms
of predictive accuracy of RF, there exist some tree-based approaches which have higher




predictive performance than RF, and we expect some alternative improvement of
predictive accuracy of RF. Furthermore, in terms of descriptive feature of RF, it is difficult
to interpret the data based on trees in the ensemble, and we would like to make some
interpretable and meaningful trees.

To attain predictive accuracy and interpretability based on the above two viewpoints,
we propose Garrote Trees (GT) as a new tree-structured model, and formulate GT as an
adjustment of RF based on NNG. In GT, entire trees are removed or weighted by the
NNG-type penalty, and a few useful trees selected from RF can be visualized for
interpreting data. The GT provides an alternative adjustment of RF in terms of predictive
accuracy as well as capability of interpreting data.

Our simulation studies show that the proposed method is highly accurate predictively
and provides a potential ability to interpret the data from new meaningful standpoints.
Two case studies of diabetes and prostate cancer data illustrate predictive accuracy and
descriptive features of GT. Case studies and simulations elucidated the merits of GT. GT
has better performance with regard to prediction error and can visualize a few trees.
Bspecially, simulation studies describe how GT can recapture tree-structure via
adaptation of representative trees. These trees provide new potentially meaningful
insights regarding the data.
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